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Introduction

Everybody claims
big data technology

but do we understand
small data?

(didactic data: e.g. 1 byte)



Introduction

Why a single byte may be worth high-quality storage:

Cool Imaginary Mobile App: Track Your Weight
unsigned char weight_kg = 85; // binary: 01010101

How to store 1 byte of data:

disk

reliability!

1 byte store
0/0 bytes transfer

disk array

ubiquity!

2 bytes store
(1.5 bytes store)
0/0 bytes transfer

cloud

reliability!

security!

1 byte store
1/1 bytes transfer

secure cloud array

but...
the cost!

2 bytes store
(1.5 bytes store)
2/1 bytes transfer
(1.5/1 bytes transfer)



The Cloud Storage Lab @ TU Dresden

prototypical
software

development
research

experiments
and pilot

installations
transfer

widespread
  production
deployments

Short history:

● 2010 ideas and service modelling

● 2011 NubiSave storage controller started
         UCC paper on Cloud storage controllers

● 2012 Usable software, Debian packaging

● 2013 NubiVis; π-Box personal Cloud VM
         FGCS article on optimal storage
         SUCRE summer school tutorial at KIT

● 2014 NubiGate VM, StealthDB database
         + a couple of interested companies

http://lab.nubisave.org/



Research



Storage Service Combinations/Splitting

(k+m) erasure coding secret sharing
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Storage Service Descriptions

webService GoogleStorage
importsOntology {
  _"urn:ontology:conqo/CloudQoS.wsml#" }

 capability ServiceCapability
 postcondition definedBy ?serviceType memberOf
   cloud#CloudStorage .

instance PricePerData memberOf {
  cloud#PricePerData,
  qos#ServiceSpec }

  qos#value hasValue 0.17
  qos#unit hasValue qos#Euro

concept MeasurementUnit
  conversionFactor impliesType _double

concept SpaceUnit subConceptOf
  MeasurementUnit

instance GB memberOf SpaceUnit
  conversionFactor hasValue 1024.0

Base Ontology (WSML)

Instance Ontology



Storage & Recovery Flows

Storage Targets Data Flow Integration

local
directory

USB stick

NFS
export

WebDAV

Commercial
(Dropbox)

local
directory

CIFS
proxy

Splitter/
Multiplexer

File
modifier

(enc,dedup)

block
modifier

(compress)

block
modifier
(stego)

Splitter/
Multiplexer

Splitter/
Multiplexer

Splitter/
Multiplexer web

application

sink sourcetransport

file
modifier

(enc)
Recovery:
inverse direction



Multi-User Storage Gateways

FlexDDPL: Flexible Data Distribution Policy Language

scopes → applied in contexts (e.g. user database)
~user !negation T:22:00­06:00
@group fragment mime:message/rfc822

rules → applied to targets (e.g. storage provider)
store control adapt



Feature: Algorithms Selection

Background
● secret sharing, forward error correction / replication, visual dispersion,

bitsplitting

Striping (→ RAID0)
● capacity 1.0, safety 1.0, performance 2.0
Mirroring (→ RAID1)
● capacity 0.5, safety 2.0, performance 1.0
XOR parity (→ RAID5, RAID6)
● 4 disks: capacity 0.75, safety 1.33, performance 1.0

Erasure coding (→ RAIDn)
● n storage targets, k significant, m redundant: capacity k/m, safety 1+m/k
● (Rotated) Reed-Solomon:

maximum-[Hamming-]distance separable (MDS) property
● Cauchy-Reed-Solomon, Vandermonde-Reed-Solomon:

practically secure; CRS faster due to XOR operations compared to GF(2w)
● LRS: Locally Repairable Codes, e.g. Xorbas (Facebook) 10+4+2 coding

AONT: information-theoretically secure
AONT-RS: blend of AONT with (C)RS; alternative: encrypted fragments



Feature: Nested Contexts

context »normal«

context »private«

Configuration Data

- use erasure coding,
  50% redundancy

- use secret sharing



Feature: Weights

Assigning weights to the storage targets
● to fully utilise the capacity
● to exploit faster upload connections



Feature: Recursion

Saving the database which contains all file and fragment metadata...
● to avoid single point of failure
● to allow for selective sharing



Feature: Streaming (1:x), Batching (x:1)

Streaming: Continuous operation during read or write of large file
● buffers on controller device can be kept small
● improved performance through parallel coding and transmission

Batching: Joining read and write request for many small files



Experiments

peaCS: Performance and Efficiency
Analsis for Cloud Storage

Nubisave Read Performance - 1MB File - UseAllInParallel

Read in KB/s
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Talk video available:
http://www.tele-task.de/archive/lecture/overview/7682/



Software



World Map of Storage Controllers

DepSky
2011

HPI
2011

TrustedSafe
2010

CloudShredder
2011

SecCSIE
2011

RACS
2010

MSSF
2014

LAFS-PCloud
2013-2014

ICStore
2013

ComboBox
2014

NubiSave
2011-2014...
StealthDB

2014



NubiSave Cloud Storage Controller

Installation of NubiSave

● Git repository
● git://nubisave.org/git/nubisave

● Debian packages
● http://nubisave.org/packages/

● Integrated into π-Box or NubiGate VMs
● http://nubisave.org/downloads/



NubiSave Storage Flow Editor



NubiSave Configuration



NubiSave Configuration

Scenario:
Pervasive storage on all devices

Credentials may be auto generated

Auto-registration vs. Captchas



NubiSave Configuration



NubiSave Configuration



NubiSave Configuration



NubiSave Tools

Controller operation

$ nubisave [<instance>]

Master script which starts both
of the below combined.

$ nubisave headless

Starts a new instance of the
splitter/dispersion file system.

$ nubisave gui

Starts the storage flow editor with
storage integration configuration.

$ nubisave stop

Stops the splitter.

Storages and database

$ nubisave-status

Lists all splitter instances and
storage targets attached to them
or as part of any storage flow.

$ nubisave-mounter [<module>]

Mounts all splitters and/or storage
targets.

$ nubisave-unmounter [<module>]

Unmounts; inverse of the above.

$ nubisave-database [...]

Inspection of storage metadata.



Splitter-NG Framework

Plugins: Jerasure, JSharing, RAID-1, Bitsplitter, more coming...



Transport Module: CloudFusion



NubiVis: Distributed Data Visualisation



NubiVis Map View



NubiGate VM: Everything in one Box



NubiGate VM: OwnCloud Frontend

Our instance „RN-Dropbox“
141.76.41.232/owncloud

Your instance...?

141.76.41.206 141.76.41.207



StealthDB: Search and Analytics

A fragment in the cloud...

... what can we do with it?

Dispersed Processing:
- structure-preserving bitsplitting
  => search (any data)
  => arithmetics, statistics (structured data)

Encrypted Dispersed Processing:
- homomorphic encryption
- order-preserving encryption



StealthDB in Action



StealthDB in Action



Summary



Summary

Prototypes:

http://nubisave.org/ - NubiSave Cloud Storage Controller

http://lab.nubisave.org/stealthdb/ - StealthDB database

What's next in our lab...

● StealthDB performance optimisation
● StealthDB security: „proof of possession“ protocol
● increased NubiVis/NubiSave integration, refactored metadata handling

What's next from your side...

● test and give feedback, please :)
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